ABSTRACT

Consider a family of chords in a circle. A circle graph is obtained by representing each chord by a vertex, two vertices being connected by an edge when the corresponding chords intersect. In this paper, we describe efficient algorithms for finding a maximum clique and a maximum independent set of circle graphs. These algorithms require at most $n^3$ steps, where $n$ is the number of vertices in the graph.
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1. INTRODUCTION

In this paper, we consider only finite graphs with no parallel edges and no self-loops. The complement of a graph is a graph with the same set of vertices as the given one, two vertices of the complement being connected if and only if they are not connected in the given graph. A subgraph of a graph, is determined by a subset of the graph's set of vertices, two vertices of the subgraph being connected by an edge, if and only if the two vertices are connected in the given graph. A set of vertices in a graph is called independent if no two of its elements are connected. A maximum independent set is one with the largest number of vertices of all independent sets. A clique is a maximal, completely connected set of vertices; a maximum clique is one of a maximum size.

If two vertices $u,v$ are connected by an undirected edge, we denote it by $u-v$, and if they are connected by a directed edge
from \( u \) to \( v \), we denote it by \( u \rightarrow v \). The set of vertices connected to a vertex \( v \) is denoted by \( \Gamma v \). In a directed graph, we denote:

\[
\Gamma^{-1}_v = \{ u | u \rightarrow v \}.
\]

For a set \( A \), \(|A|\) will denote the number of elements in \( A \).

Consider a system of chords in a circle, and draw a graph in the following way: every vertex represents a chord, and two vertices are connected by an edge when the corresponding chords intersect. A graph which can represent a system of chords in the above manner is called a circle graph. For example, the graph in Figure 1b represents the family of chords of the circle in Figure 1a. The circle graphs were introduced by Even and Itai in [1]. These graphs are obtained from permutations, and the authors showed that the chromatic number of a circle graph is equal to the minimum number of parallel stacks realizing the corresponding permutation. We can see the family of chords also as a system of roads, and then, look for the maximum number of roads no two of which intersect. We obtain this by finding a maximum independent set in the corresponding circle graph.
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The purpose of this paper is to give efficient algorithms for finding a maximum clique and a maximum independent set of a circle graph. These problems are not trivial, since there are families of circle graphs whose number of cliques or independent sets grow exponentially with the number of vertices.

In Figure 2a there are \( \frac{n^3}{3} \) triples of chords \( \{a_i, b_i, c_i\}_{i=1}^{n} \). For \( i \neq j \), \( a_i, b_i \) and \( c_i \) intersect \( a_j, b_j \) and \( c_j \); but each two of \( a_i, b_i, c_i \) do not intersect. Every clique of the circle graph
corresponds to a sequence of chords which contains exactly one chord from every triple, thus, there are $3^{\frac{n}{3}}$ cliques. In a similar way, the graph of the family in Figure 2b has $3^{\frac{n}{3}}$ independent sets.

Consider two chords with a common endpoint in a given family of chords. We can slightly move one chord without changing the intersecting relation and the representing graph, so that the two chords do not have a common endpoint anymore. Therefore, we can assume without loss of generality that no family of chords, we deal with, contains chords with common endpoints.

First of all, let us describe some known algorithms that we will need. A directed graph is transitive if it has no directed circuits, and for every three vertices $u,v,w$ the existence of the edges $u+v$ and $v+w$ implies $u+w$. Let $G$ be a transitive graph with $n$ vertices. We can rename the vertices by $1, 2, \ldots, n$ so that every directed edge will be directed from a vertex named with a low number to a vertex named with a high number. This can be done in the following way. Since $G$ is finite and has no directed circuits, it must have a sink (a vertex with no outgoing edges). We take a sink $v$, and rename it $n$. Now, we delete it with its adjacent edges from $G$; let $G_1$ be the remaining subgraph. $G_1$ is also circuit free and we rename one of its sinks by $n-1$. By deleting this vertex we obtain $G_2$, and so on. Finally, $G_n$ is empty. In this way we renamed all the vertices of $G$ so that the edges go from low to high.
In [2], an efficient algorithm is given for finding a maximum clique of a transitive graph. It works as follows. Consider the transitive directed graph $G$ whose vertices were renamed by $1, 2, \ldots, n$ so that the edges go from low to high. Let us denote the subgraph defined on the set of vertices $\{1, 2, \ldots, i\}$, $1 \leq i \leq n$ by $G^i$. To every vertex $i$, we will attach a set of vertices $S_i$, which is a maximum clique containing $i$ in $G^i$, and a number $c(i) = |S_i|$. Clearly, $S_1 = \{1\}$ and $c(1) = 1$. Assume by induction that $S_1, S_2, \ldots, S_{i-1}$ and $c(1), c(2), \ldots, c(i-1)$ are known. If $\Gamma_i^{-1} = \emptyset$, then $S_i = \{i\}$ and $c(i) = 1$. If $\Gamma_i^{-1} \neq \emptyset$, let $\Gamma_i^{-1} = \{i_1, \ldots, i_k\}$; clearly $i_1, i_2, \ldots, i_k < i$. For every $i_j \in \Gamma_i^{-1}$, $1 \leq j \leq k$, $S_i U \{i\}$ is a clique of $G^i$. For if $m \in S_i$, $m \neq i_j$ then $m \rightarrow i_j$ and $i_j \rightarrow i$; thus, by the transitivity of $G^i$, $m \rightarrow i$. On the other hand, every clique containing $i$ of $G^i$ is obtained by annexing $i$ to a clique of $G^j$. Let $i_r \in \Gamma_i^{-1}$ be a vertex for which $c(i_r) = \max_{j \in \Gamma_i^{-1}} c(j)$; hence $|S_i| = \max_{j \in \Gamma_i^{-1}} |S_j|$. Then $S_i U \{i\}$ is a maximum clique containing $i$ in $G^i$, and we define $c(i) = c(i_r) + 1$, $S_i = S_{i_r} U \{i\}$. Assume we constructed the sequences $c(1), \ldots, c(n)$ and $S_1, \ldots, S_n$, and let $k$ be a vertex for which $c(k) = \max_{1 \leq i \leq n} c(i)$. Then $S_k$ is a maximum clique of $G$ and $c(k)$ is the number of its vertices.

This algorithm can be extended to a weighted graph, where a weight $\omega(i)$ is assigned to every vertex $i$, and we look for a maximum weight clique (a clique with the maximum sum of the weight of its vertices). In this case we construct the sequences $c(1), \ldots, c(n)$ and $S_1, \ldots, S_n$, by:

if $\Gamma_i^{-1} = \emptyset$ then $c(i) = \omega(i)$ and $S_i = \{i\}$;
if $\Gamma_i^{-1} \neq \emptyset$ and for a vertex $k$, $c(k) = \max_{j \in \Gamma_i^{-1}} c(j)$, then $S_i = S_k \cup \{i\}$ and $c(i) = \omega(i) + c(k)$.

The above algorithms take no more than $n^2$ steps.

Let a line be drawn from the left to the right. Consider a family $F$ of intervals on this line and construct a graph $G$ in the following way: every vertex $v$ of $G$ represent an interval $\bar{v} \in F$, and two vertices are joined by an edge when the two corresponding intervals intersect. Such a graph is called an interval graph (see [4], [5] and [6]). Let the graph $G'$ denote the complement of $G$. For any edge $u-v$ in $G'$, the intervals $\bar{u},\bar{v}$ are disjoint; then, we direct $u\rightarrow v$ in $G'$ if and only if $\bar{u}$ appears to the left of $\bar{v}$ on the line. This is a transitive orientation of $G'$, since it is circuit free, and also: if $u\rightarrow v$ and $v\rightarrow w$ then $\bar{v}$ is disjoint and is placed on the left of $\bar{w}$, $\bar{u}$ is disjoint and is placed on the left of $\bar{v}$, thus $\bar{u}$ is disjoint and is placed on the left of $\bar{w}$, implying $u\rightarrow w$. Therefore, the complement of an interval graph is transitively orientable. Clearly, a set of vertices is an independent set for $G$ if and only if this set is a clique for the complement graph $G'$. Therefore, for finding a maximum independent set of $G$ we apply the above algorithm for finding a maximum clique of $G'$.

A graph is chordal, if every simple circuit with more than three vertices has an edge connecting two non-consecutive vertices. These graphs are discussed in [3] and [7]. It is known (see [4] and [6]), that every interval graph is chordal. We must remark that the circle graph of Figure 1b is not chordal and not transitively orientable, since it contains the pentagon \{a,b,c,d,e\} as a subgraph. Thus, the algorithms of [2] and [7] are not applicable for the circle graphs.

2. AN ALGORITHM FOR A MAXIMUM CLIQUE OF A CIRCLE GRAPH

Let $G$ be a given graph with $k$ vertices. We say that $G$ is a permutation graph if there exists a permutation $P = [p_1, \ldots, p_k]$ on 1, 2, ..., $k$ and a relabeling of the vertices of $G$ by 1, 2, ..., $k$, so that the vertices $p_i, p_j$ are connected if and only if $i > j$ and $p_i < p_j$ in $P$. Consider a permutation graph $G$ with the corresponding permutation $P$ and the above relabeling of its vertices. Let us direct its edges from low to high. With this orientation, the graph is transitive, since if $p_i \rightarrow p_j$, $p_j \rightarrow p_k$, then $p_i < p_j < p_k$ and $i > j > k$, thus $p_i \rightarrow p_k$. For
example, the permutation corresponding to the permutation graph of Figure 3a is $P = [3, 6, 4, 1, 5, 2]$. For the permutation $P$ we can draw a matching diagram as in Figure 3b; this is called a permutation diagram. In this diagram, we write on one side of the dashed line $(x, x')$ the permutation $[1, 2, ..., k]$, and on the other side the permutation $P$. We connect the number $i$ of the first row with the number $i$ of the second row. Thus, every segment has one endpoint on each side of $(x, x')$. It is easy to see that the vertices $p_i, p_j$ of the permutation graph are connected if and only if the segments of $p_i$ and $p_j$ in the diagram, intersect.
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Consider now, a circle graph $G$. Let $F$ be its representing family of chords, and denote the chord corresponding to the vertex $v$ by $\bar{v}$. Denote the subgraph of $G$ on the vertices $\Gamma v \cup \{v\}$ by $G^v$. Since we assumed that there are no chords with common endpoints, we can draw a dashed line $(x, x')$, on the circle, slightly removed from the chord $\bar{v}$, so that every chord $u$, where $u \in \Gamma v \cup \{v\}$, has one endpoint on each side of $(x, x')$. We rename the endpoints of these chords on one side of $(x, x')$, and the corresponding vertices of $G^v$, by 1, 2, ..., $k$. Now, the chords form a permutation diagram, so that two chords $i$ and $j$, $1 \leq i, j \leq k$, intersect if and only if the vertices $i$ and $j$ of $G^v$ are connected. Thus, $G^v$ is a permutation graph.

For example, in Figure 4, the vertices of $G^v_1$ are $v_1, v_2, v_3, v_4, v_5$; the dashed line was drawn on the circle of Figure 4b; and the chords $\bar{v}_1, \bar{v}_2, \bar{v}_3, \bar{v}_4, \bar{v}_5$ form a permutation diagram of $P = [5, 3, 2, 4, 1]$. 
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Therefore, in a circle graph \( G \), for every vertex \( v \), \( G^v \) is a permutation graph and thus \( G^v \) is transitively orientable.

Let \( C \) be a maximum clique of a circle graph \( G \), and let \( v \) be any vertex in \( C \). Then the vertices of \( C \) are contained in \( G^v \), and therefore \( C \) is a maximum clique of \( G^v \). Thus, an algorithm for finding a maximum clique of a circle graph \( G \) can work as follows:

for every vertex \( v_i \) of \( G \), consider the subgraph \( G^v_i \) with its transitive orientation;
for every \( 1 \leq i \leq n \), find a maximum clique \( C^v_i \) of \( G^v_i \) through the algorithm for transitive graphs, described in the Introduction; a maximum size clique among \( C^{v_1}, \ldots, C^{v_n} \) is a maximum clique of \( G \).

The graph in Figure 4 has:
\[ C^{v_1} = C^{v_2} = C^{v_3} = C^{v_5} = \{v_1, v_2, v_3, v_5\}, \quad C^{v_4} = \{v_4, v_5, v_6\} \text{ and } C^{v_6} = \{v_2, v_3, v_5, v_6\}. \]
The maximum clique of \( G \).

Therefore \( C^{v_1} \), for example, is a maximum clique of \( G \). Since finding a maximum clique of a transitive graph takes at most \( n^2 \) steps, it follows that the number of steps required by the above algorithm is at most \( n^3 \).

3. AN ALGORITHM FOR A MAXIMUM INDEPENDENT SET OF A CIRCLE GRAPH

Consider a family of intervals on a line. We say that two intervals overlap, if they intersect and no one is contained in the other. Let us draw a graph by representing every interval
by a vertex, two vertices being connected by an edge if and only if the corresponding intervals overlap. This is called an overlap graph (see [5]). Clearly, the overlap graph of the given family is different from its interval graph, since if an interval is contained in another, then, the corresponding vertices are connected in the interval graph, but not in the overlap graph. Consider a family of chords on a circle, for example the one in Figure 5a. We take two opposite points 0, 0' on the circle so that 0 is not a chord endpoint, and we draw a tangent at 0'. Now, we project the chord endpoints from 0 on this tangent. In this way, every chord corresponds to the interval between the projections of its endpoints. Thus we obtain a family of intervals on the tangent, so that two intervals overlap if and only if the corresponding chords intersect. Therefore, the circle graph of the family of chords is isomorphic to the overlap graph of the family of intervals on the tangent. Conversely, if a family of intervals is given on a line, we draw a tangent circle to it and we project the interval endpoints on the circle by a point opposite to the line. Thus, a graph is a circle graph if and only if it is an overlap graph. Therefore, our problem is reduced to finding an algorithm for a maximum independent set of an overlap graph. As for the families of chords, we can assume here too, without loss of generality, that no two intervals share an endpoint.

---

**Fig. 5**
Let us introduce a number of notations. We will denote by $\alpha(H)$ the size of a maximum independent set for a graph $H$; if $H$ is a weighted graph, we will denote by $\alpha_w(H)$ the weighted sum of the vertices of a maximum weight independent set. If $H$ is an overlap graph and $E$ its family of representing intervals, we will denote the interval graph of $E$ by $\tilde{H}$. We will use the same name for corresponding vertices, in $H$ and $\tilde{H}$.

Consider an overlap graph $G$, and its family of representing intervals $F$. For every vertex $v$ of $G$, we will denote the corresponding interval by $\tilde{v}$. Let us denote also $U_v = \{ \tilde{u} | \tilde{u} \subseteq \tilde{v} \}$, and let $G_v$ be the overlap subgraph with respect to $U_v$. Assume that we assign a weight $\omega(v)$, where $\omega(v) = \alpha(G_v) + 1$, to every vertex $v$ of $\tilde{G}$. Let $\{v_1, \ldots, v_r\}$ be a maximum weight independent set of $\tilde{G}$, and for every $1 \leq j \leq r$, let $D_j$ be a maximum independent set of $G_{v_j}$.

**Lemma:** $\alpha(G) = \alpha_w(\tilde{G})$ and $\bigcup_{j=1}^r (D_j \cup \{v_j\})$ is a maximum independent set of $G$.

**Proof:** Let $J$ be a maximum independent set of $G$ and let

$$A = \{ u | u \in J, \text{ and if } \tilde{u} \subseteq \tilde{w} \text{ then } w \not\in J \}. $$

Assume $A = \{ u_1, \ldots, u_t \}$. For every $1 \leq i \leq t$, the set

$$J_{u_i} = \{ w | w \in J \text{ and } \tilde{w} \subseteq \tilde{u}_i \}$$

is an independent set of $G_{u_i}$. Let $C$ be a maximum independent set of $G_{u_i}$, and assume $|J_{u_i}| < |C|$.

Then $(J - J_{u_i}) \cup C$ is an independent set of $G$ with more vertices than $J$, and this is a contradiction. Therefore $|C| = |J_{u_i}|$, and for every $1 \leq i \leq t$, $J_{u_i}$ is a maximum independent set of $G_{u_i}$. Since for every $i \neq j$, $\tilde{u}_i \cap \tilde{u}_j = \phi$, it follows that $\{ u_1, \ldots, u_t \}$ is an independent set of $\tilde{G}$. Therefore

$$\alpha(G) = \sum_{i=1}^t \omega(u_i) \leq \alpha_w(\tilde{G}).$$
On the other hand, \( \bigcup_{j=1}^{r} (D_j \cup \{v_j\}) \) is an independent set of \( G \), and thus \( \alpha_w(\tilde{G}) = \sum_{i=1}^{r} \omega(v_i) = \left| \bigcup_{j=1}^{r} (D_j \cup \{v_j\}) \right| \leq \alpha(G) \). Therefore, \( \alpha(G) = \alpha_w(\tilde{G}) \), and \( \bigcup_{j=1}^{r} (D_j \cup \{v_j\}) \) is a maximum independent set of \( G \).

Q.E.D.

Let us now return to the problem of the algorithm for a maximum independent set of the overlap graph \( G \). Based on the Lemma, we will describe a method for attaching a weight \( \omega(v) \) and a set \( D_v \) to every \( v \) of \( G \), so that \( \omega(v) = \alpha(G_v) + 1 \), and \( D_v \) is a maximum independent set of \( G_v \).

Let us define a family of subsets of \( F \) in the following way:

\[
A_1 = \{ \tilde{u} \mid \text{there are no } \tilde{v} \in F \text{ such that } \tilde{v} \subset \tilde{u} \}
\]
\[
A_2 = \{ \tilde{u} \mid \tilde{u} \notin A_1, \text{ and if } \tilde{v} \subset \tilde{u}, \text{ then } \tilde{v} \in A_1 \}
\]
\[
\vdots
\]
\[
A_k = \{ \tilde{u} \mid \tilde{u} \notin A_1 \cup A_2 \cup \ldots \cup A_{k-1} \}, \text{ and if } \tilde{v} \subset \tilde{u}, \text{ then } \tilde{v} \in \bigcup_{j=1}^{k-1} A_j \}
\]

and \( \bigcup_{i=1}^{k} A_i = F \).

In fact, \( \tilde{u} \in A_i \) if and only if it contains at least one interval of \( A_{i-1} \), and all the intervals contained in it are elements of \( \bigcup_{j=1}^{i-1} A_j \). By the above definition, if \( \tilde{u}, \tilde{v} \in A_i \), then \( \tilde{u} \) and \( \tilde{v} \) overlap or they are disjoint. Also, if \( i \neq j \), then \( A_i \cap A_j = \phi \).

Clearly, for every vertex \( v \in A_1 \), \( \omega(v) = 1 \) and \( D_v = \phi \).

Assume by induction on \( i \) that all the vertices \( u, \tilde{u} \in A_j \), are attached a weight \( \omega(u) = \alpha(G_u) + 1 \) and a maximum independent set \( D_u \) of \( G_u \). Consider a vertex \( v, \tilde{v} \in A_i \). For every vertex \( u \in A_i \) of \( G_v \), \( \tilde{u} \in \bigcup_{j=1}^{i-1} A_j \), and thus, every vertex \( u \) of \( G_v \) is already
assigned a $w(u)$ and $D_u$. Now, we assign the same weights to the corresponding vertices of $\tilde{G}_v$ (the interval graph of the family of intervals $U_v$). Since $\tilde{G}_v$ is an interval graph, then as we observed in the Introduction, we can find a maximum weight independent set $\{u_1, \ldots, u_t\}$ for it by an efficient algorithm.

Applying the Lemma to the overlap graph $G_v$, we conclude that

$$\alpha(G_v) = \alpha_{w}(G_v)$$

and $\bigcup_{j=1}^{t} (D_u \cup \{u_j\})$ is a maximum independent set of $G_v$. Then, we define $\omega(v) = \alpha(G_v) + 1$ and $D_v = \bigcup_{j=1}^{t} (D_u \cup \{u_j\})$.

In this way, we effectively attach a weight $\omega(v) = \alpha(G_v) + 1$ and a maximum independent set $D_v$ of $G_v$ to every vertex $v$ of $G$. Now, the algorithm for finding a maximum independent set of $G$ works as follows. Let us assign the weights of the corresponding vertices of $G$ to the vertices of $\tilde{G}$. Since $\tilde{G}$ is an interval graph, we can find a maximum weight independent set $\{v_1, \ldots, v_r\}$ of it.

Then, by the Lemma, $\alpha(G) = \alpha_{w}(\tilde{G})$ and $\bigcup_{j=1}^{r} (D_v \cup \{v_j\})$ is a maximum independent set of $G$.

Since for finding a maximum weight independent set of $\tilde{G}_v$, we need at most $n^2$ steps (where $n$ is the number of the vertices of $G$), the number of steps required for the above algorithm is at most $n^3$.

We will apply this algorithm to the overlap graph in Figure 5b, whose family of intervals is described in Figure 5a. For this family of intervals:

- $A_1 = \{\overline{v}_3, \overline{v}_4, \overline{v}_7, \overline{v}_8\}$
- $A_2 = \{\overline{v}_6\}$
- $A_3 = \{\overline{v}_2, \overline{v}_5\}$
- $A_4 = \{\overline{v}_1\}$.

Therefore:

- $\omega(v_3) = \omega(v_4) = \omega(v_7) = \omega(v_8) = 1$;
- $D_{v_3} = D_{v_4} = D_{v_7} = D_{v_8} = \emptyset$. 
G_{v_6} has only one vertex, v_7, and hence \(\omega(v_6) = 2\), \(D_{v_6} = \{v_7\}\).
The vertices of \(G_{v_2}\) are \(v_3'v_4'v_6'v_7'\) and a maximum weight independent set of \(\tilde{G}_{v_2}\) is \(\{v_3,v_6\}\), where \(\alpha_w(G_{v_2}) = 3\); thus \(\omega(v_2) = 4\), and \(D_{v_2} = \{v_3,v_6,v_7\}\). The vertices of \(G_{v_5}\) are \(v_6',v_7',v_8'\) which form a clique of \(\tilde{G}_{v_5}\). Hence, a maximum weight independent set of \(\tilde{G}_{v_5}\) is \(\{v_6\}\), where \(\alpha_{w}(\tilde{G}_{v_5}) = 2\), and thus \(\omega(v_5) = 3\) and \(D_{v_5} = \{v_6,v_7\}\). The vertices of \(G_{v_1}\) are \(v_2',v_3',v_4',v_6',v_7\), and a maximum weight independent set of \(\tilde{G}_{v_1}\) is \(\{v_2\}\), where \(\alpha_{w}(\tilde{G}_{v_1}) = 4\); thus \(\omega(v_1) = 5\) and \(D_{v_1} = \{v_2,v_3,v_6,v_7\}\). Considering the interval graph \(G\), its unique maximum weight independent set is \(\{v_1\}\) when \(\alpha_{w}(G) = 5\); thus \(\alpha(G) = 5\) and \(\{v_1,v_2',v_3',v_6',v_7\}\) is a maximum independent set of \(G\).
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